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Abstract: Breast cancer is a prominent cause of female mortality worldwide addressed through machine learning techniques using the 

Wisconsin Breast Cancer Dataset (WBCD) to compare classifier effectiveness. The Random Forest (RF), Logistic Regression (LR), 

and Decision Tree (DT) models are assessed in this job scenario with an emphasis on metrics related to recall, accuracy, and precision. 

This research emphasizes the value of early detection and the prospective applications of machine learning in the medical field. 

According to this research, the use of cutting-edge technology in medical diagnostics has shown encouraging results, providing hope 

for more effective and prompt identification and treatment of breast cancer. 

 

1. Introduction 

 

characterized by the uncontrolled growth of malignant cells 

within breast tissue. It is one of the most commonly 

diagnosed cancers among women globally and represents a 

significant public health concern. Breast cancer can also 

occur in men, albeit less frequently. Breast cancer can 

manifest in a number of ways, from small tumors in one 

area of the body to metastasized cancer that has spread to 

other areas. Although survival rates have increased due to 

early identification and treatment improvements, breast 

cancer is still the primary cause of cancer-related deaths 

among women globally. Early detection is greatly aided by 

screening techniques like self-examination, clinical breast 

exams, and mammography. Treatment options for breast 

cancer can include surgery, radiation treatment, 

chemotherapy, hormone therapy, targeted therapy, or a 

combination of these techniques, depending on the stage 

and type of the disease. Despite significant progress in 

research and treatment, challenges persist in understanding 

the complexities of breast cancer biology, improving access 

to care, and reducing disparities in outcomes among 

different populations. Ongoing efforts in prevention, early 

detection, and innovative treatment approaches are essential 

in the fight against breast cancer. 

1.1 Machine Learning 

Machine Learning comprises three key stages: data 

cleaning and preprocessing, model training, and model 

evaluation. Data cleaning involves various processes, such 

as eliminating missing or corrupted data and removing 

irrelevant information. 
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Preprocessing transforms data into an understandable 

format. Real-world data often exhibits a wide range of 

values for each attribute, which can be narrowed using 

scaling techniques. In cases of extensive feature sets, 

dimensionality reduction techniques are employed to 

simplify the learning process. 

 
1.2 Machine Learning Algorithms 

Logistic Regression (LR): The observed data must be fitted 

with a logistic function that converts the input variables to 

the output variable using a sigmoidal curve in order for LR 

to work. Random Forest (RF): The RF ensemble learning 

technique handles both regression and classification tasks. 

Decision Trees (DT): DT divides the dataset into subsets 

recursively, with each node's most important feature 

serving as the basis. With the use of data, machine learning 

(ML) is revolutionizing the medical field by enhancing 

patient outcomes, diagnosis, treatment planning, and 

operational efficiency. 

 
2. Literature Survey 

Varsha Nemade et al. (2023) explained the significance of 

utilizing machine learning (ML) algorithms to analyze 

breast cancer datasets and presents a model for breast 

cancer data classification, employing six ML techniques: 

Decision Tree (DT), K-Nearest Neighbors (KNN), Support 

Vector Machine (SVM), Random Forest (RF), Naïve Bayes 

(NB), and Logistic Regression (LR), as well as ensemble 

techniques, on the WDBC dataset. Results achieved the 

highest accuracy at 97%, while LR attained the highest 

Area Under the Curve (AUC) at 0.996. Additionally, 

XGBoost ensemble technique demonstrated high accuracy 
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(97%) and AUC (0.99). 

Amit Bhanushali et al. (2023) discussed to achieving high 

breast cancer survival rates through early diagnosis with a 

 

70% training and 30% testing split, the study employs 

comparative analysis using five distinct classifiers to 

simplify the classification process. Results reveal that 

Random Forest (RF) performed exceptionally well across all 

metrics, including F1 score (93.5%), Precision (93.5%), 

Recall (93.6%), and Accuracy (93.5%). The findings 

suggest that machine learning methodologies are more 

suitable for breast cancer prediction compared to deep 

learning methods. Cordova Calle et al. (2022) assessed a 

method for breast cancer prediction using data science 

processes and machine learning. It highlights the increasing 

prevalence of breast cancer globally and outlines a three- 

phase analysis method. Machine learning techniques like 

KNN, gradient boosting classifier, and random forest are 

used, and evaluation metrics such as accuracy, precision, 

recall, and F1-Score are discussed. 

Sandhu et al. (2022) explored the application of machine 

learning algorithms for early-stage breast cancer analysis 

and also examines various datasets and evaluates 

supervised and unsupervised machine learning algorithms 

for early breast cancer prediction. 

Singh and Agrawal (2022) scrutinized the need for 

accurate breast cancer detection methods and proposes a 

study using machine learning classifiers. It discusses the 

rising prevalence of breast cancer and the potential of 

computer technology integration in healthcare. Various 

machine learning techniques, including logistic regression, 

decision tree, and k-nearest neighbor, are compared based 

on their accuracy in detecting malignant and benign tumors. 

Barwal and Raheja (2022) developed a model that focuses 

on developing a classification system for breast cancer 

prediction using the SVOF-KNN method. It discusses the 

importance of accurate cancer diagnosis and the challenges 

associated with traditional diagnostic methods. The study 

utilizes the BC Coimbra dataset and evaluates the SVOF- 

KNN model's performance in classifying breast cancer risk 

factors. The results demonstrate improved accuracy 

compared to existing models, highlighting the potential of 

the proposed approach in enhancing breast cancer 

diagnosis. 

Akhil et al.(2022) investigate on breast cancer prognosis 

using machine learning techniques. It discusses the global 

impact of breast cancer and the need for early detection 

methods. The study compares five machine learning 

algorithms using the Wisconsin Cancer Diagnostic dataset 

and identifies Random Forest as the most accurate 

algorithm for breast cancer prediction. The findings 

underscore the potential of machine learning in improving 

breast cancer prognosis and treatment outcomes. 

 

 
3. Methodology 

This section covers breast cancer diagnosis techniques as 

well as our suggested plan of action (Figure 1). The 

performance of any machine learning model varies 

depending on the factors considered. Therefore, selecting 

the best qualities is essential to achieving the best results. 

In order to generate the proper AUC-ROC curves for this 

study, apply machine learning techniques such as Decision 

Tree (DT), Random Forest (RF), and Logistic Regression 

(LR). The selected characteristics are then fed into the 

suggested classifiers to achieve the greatest identification 

accuracy for breast cancer. Regarding breast cancer 

prediction, our testing of various machine learning 

classifiers has produced great results. For clarity, Algorithm 

1 from our research is presented below. 

Algorithm 1: Working procedure of Breast Cancer 

prediction 

Input: Breast Cancer Dataset (BCD) 

Output: Predicted value of cancer (Malignant or Benign) 

1. Load the Breast Cancer Dataset (BCD). 

2. Check for missing or NaN values in the dataset. 

2.1 If missing or NaN values found, replace them. 

3. Pre-process the dataset: 

3.1 Convert the target variable into numerical values. 

3.1.1 Replace 'M' with 0 and 'B' with 1. 

3.2 Split the dataset into training and testing sets: 

3.2.1 Denote training set as x1, y1 and testing set 

as x2, y2. 

4. Train a model: 

4.1 Train a model using the training data (x1, y1). 

4.2 Test the trained model's performance on the testing 

data (x2, y2). 

5. Feature Scaling: 

5.1 Scale the input data (x) to normalize it. 

6. Dimensionality Reduction 

7. Classifier Training: 

7.1 Train a classifier using the scaled and dimensionality- 

reduced data. 

8. Cross-Validation: 

8.1 Perform cross-validation with the voting classifier to 

assess its performance. 

9. Performance Evaluation: 

9.1 Compute performance evaluation metrics to assess the 

model's effectiveness. 
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these undesirable elements. 'M' and 'B' stand for malignant 

and benign diagnoses, respectively, in the dataset. These 

category values are translated into their numerical 

equivalents, where 1 denotes benign and 0 indicates 

malignant. The scale of every feature is then standardized 

using Max-Min Normalization, guaranteeing consistency. 

Further ensuring that every feature has an equal impact on 

the distance metric is data standardization. Once pre- 

 

 
processing is completed, the dataset has several unique 

features.The statistical analysis of the dataset is detailed in 

Table 1. 

Table 1-Statistical data analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 1: Working procedure of proposed methodology 

3.1 DATASET 

The Wisconsin Breast Cancer Dataset, developed by Dr. 

William H. Wolberg from the University of Wisconsin 

Hospital, is commonly utilized for research works. This 

dataset, which was gathered from the UCI repository, has 

30 features and 569 instances with no missing values. As 

seen in Figure, 357 of these cases are benign (non- 

cancerous) breast cancer, and 212 are malignant 

(cancerous) cases. For the purpose of model training and 

testing, the total dataset is split randomly into training and 

testing sets in a 3:1 ratio. To avoid redundancy, a column 

named "id" is removed from consideration, as it does not 

impact the outcome. Each factor in the table 1 below has a 

direct correlation with the result and is considered a 

predictive variable for breast cancer. The degree of 

correlation between each segment and the outcome is 

shown by the priority ratio given to it in the table. 

 
3.2 Data Preparatory Processes 

To maximize the dataset's performance, data preparation is 

essential. Commonly found in databases, noise, missing 

numbers, and data imbalances can all have a negative effect 

on the accuracy of the results. Before applying machine 

learning techniques, the dataset needs to be cleaned up of 

 

3.3 Data Exploration Phase 

A thorough analysis of the dataset based on its distinctive 

features is necessary before launching into the machine 

learning workflow. Different ways to treating different 

forms of data—numerical, categorical, ordinal, and 

nominal—are needed. The general quality of the data can 

be shown by a perceptive examination of the major 

predictor columns. Examining the relationships between 

various data points is necessary for this, as the 

accompanying Figure 2 illustrates. 

 

Figure 2 : Pair plot showcasing the features [radius_mean, 

texture_mean, perimeter_mean, area_mean, smoothness_mean]. 
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Selection of Appropriate Model 
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Jupiter Notebook was used to examine the dataset once it 

was imported into the Anaconda distribution. After 

analyzing the properties of the dataset, machine learning 

models were created and verified. To assess the 

performance of each ML algorithm, confusion matrices 

were created. (Figure 3 to 8). 

 

Figure 3: Importing data set 
 

 
Figure 4: Extracting Features of Data set 

 

 
Figure 5: Displaying the Recording 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Extracting the Description of the dataset. 
 

 
Figure 7: displaying the Result of diagnosis 

 

 

Figure 8: Model Development 

 
4. Model Evaluation 

4.1 Performance Metrics 

4.1.1 Confusion Matrix 

A confusion matrix provides a tabular framework for 

evaluating the prediction accuracy of a classification task. 

In this study, three classifiers with different performance 

outcomes were employed to forecast breast cancer. By 

utilizing the confusion matrix to compare each class to the 

others, we were able to determine which samples were 

improperly classified and so assess the classification 

accuracy. The functionality of these models is 

demonstrated by the confusion matrix in Figures 9 to 11. 
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Furthermore, a variety of assessment criteria were 

employed to ascertain the machine learning classifiers' 

 
efficacy. The method for computing accuracy (AC), 

precision (P), and recall (R), among other metrics derived 

from the analysis of the confusion matrix, is presented in 

Table 2. The samples   used   to   generate   these 

metrics. 

 

 

re 12: Confusion Matrix of Decision Tree 
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Fig 9: Confusion Matrix 

Table 2: Performance Metrics 
 

Accuracy (%) (TP + TN) / (TP + TN + FP + FN) × 

100 

Precision (%) TP / (TP + FP) × 100 

Recall (%) TP / (TP + FN) × 100 

Error (%) FP + FN) / (TP + TN + FP + FN) × 

100 

 

Figure 10. Confusion Matrix of LR 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 13: Drawing ROC Curve 

 

 

 

 

 

 

 

 

 

Fi 

gure 11. Confusion Matrix of RF Classifier 

Figure 14: ROC curve for LR Model 
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Figure 15: ROC Curve for RF Model 
 

 
Figure 16: ROC Curve for Decision Tree model 

 
5. Result And Discussion 

Table 3: Performance of ML classifiers 
 

S 

. 

N 

o 

ML 

Classifie 

rs 

Accura 

cy 

Cross- 

Validati 

on Score 

Roc- 

Auc_Score 

1 Logistic 

Regressi 

on 

90.3 % 92.3 % 95.90 % 

2 Random 

Forest 

94.5 % 93.4 % 95.51 % 

3 Decision 

Tree 

97.14 % 89.01 77.41 % 

 
Logistic Regression achieves an accuracy of 90.3%, a 

cross-validation score of 92.3%, and a ROC-AUC score of 

95.90%. It performs consistently well across all metrics. 

Random Forest demonstrates a higher accuracy of 94.5%, 

slightly lower than Decision Tree, but with a higher cross- 

validation score of 93.4% and a slightly lower ROC-AUC 

score of 95.51%. It showcases robust performance across 

all metrics. 

Decision Tree shows the highest accuracy among the three 

at 97.14%. However, it has a lower cross-validation score 

of 89.01% and the lowest ROC-AUC score of 77.41%. 

While it excels in accuracy, its performance in 

generalization and distinguishing between classes might not 

be as strong as the other classifiers. In summary, while 

Decision Tree performs the best in terms of accuracy, 

Random Forest emerges as the most balanced classifier 

with consistently high performance across accuracy, cross- 

validation, and ROC-AUC scores. The AUC-ROC curve, 

which provides information about the effectiveness of our 

machine learning classifier, is shown in Figures 14, 15, and 

16. In essence, ROC analysis evaluates a binary classifier's 

sensitivity and specificity. AUC (Area Under the Curve) is 

a statistic used to measure the overall performance of a 

binary classification model based on its ROC curve. The 

ROC curve is a representation of a probability curve. 

Greater AUC values show that the model is more effective 

at differentiating between classes. True Positive Rate (TPR) 

versus False Positive Rate (FPR) is plotted on the ROC 

curve, where an AUC of 1 denotes perfect discrimination 

and an AUC of 0 denotes no discrimination. Positive and 

negative class values can be reliably distinguished using a 

classifier with an AUC between 0.5 and 1. 

 
6. Conclusion 

Decision Tree achieves the highest accuracy at 97.14%, its 

lower cross-validation score of 89.01% and ROC-AUC 

score of 77.41% imply potential challenges with 

generalization and class separation. On the other hand, 

Logistic Regression demonstrates commendable overall 

performance, striking a balance between accuracy and 

generalization with an accuracy of 90.3%, a cross- 

validation score of 92.3%, and a ROC-AUC score of 

95.90%. However, Random Forest surpasses both models 

with an accuracy of 94.5%, a cross-validation score of 

93.4%, and a ROC-AUC score of 95.51%, indicating robust 

generalization and class separation capabilities. Thus, 

Random Forest emerges as the preferred choice due to its 

superior performance across all metrics, rendering it the 

most reliable classifier for the given dataset. 
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